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Abstract— The dynamic adaptive streaming over HTTP
provides an inter-operable solution to overcome volatile network
conditions, but how the human visual quality of experience (QoE)
changes with time-varying video quality is not well-understood.
Here, we build a large-scale video database of time-varying
quality and design a series of subjective experiments to investigate
how humans respond to compression level, spatial and temporal
resolution adaptations. Our path-analytic results show that qual-
ity adaptations influence the QoE by modifying the perceived
quality of subsequent video segments. Specifically, the quality
deviation introduced by quality adaptations is asymmetric with
respect to the adaptation direction, which is further influenced by
other factors such as compression level and content. Furthermore,
we propose an objective QoE model by integrating the empirical
findings from our subjective experiments and the expectation
confirmation theory (ECT). Experimental results show that the
proposed ECT-QoE model is in close agreement with subjective
opinions and significantly outperforms existing QoE models. The
video database together with the code is available online at
https://ece.uwaterloo.ca/ zduanmu/tip2018ectqoe/.

Index Terms— Quality-of-experience, video quality assessment,
expectation confirmation theory.

I. INTRODUCTION

THANKS to the fast development of network services and
the remarkable popularity of smart mobile devices in the

past decade, there has been a tremendous growth in streaming
media applications, especially the wide usage of the dynamic
adaptive streaming schemes over HTTP (DASH). Aiming to
provide a good balance between the fluent experience and the
video quality for better quality-of-experience (QoE), DASH
video players adaptively switch among multiple available
video streams of different bitrates, spatial resolutions, and
frame rates based on various factors, including playback rate,
buffer condition, and instantaneous throughput [2].
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Fig. 1. Constant bitrate contour experiment fails to differentiate the effect of
quality adaptations and the overall intrinsic quality of multiple video segments.
Each rectangle in a column represents a fixed bitrate. (a) Constant bitrate
contour test case 1. (b) Rate-quality curve.

Despite the widespread deployment of adaptive streaming
technologies, our understanding of human QoE behaviors in
this multi-dimensional adaptation space remains rather limited.
Traditional adaptive bitrate selection algorithms ignore the
impact of quality adaptations [3], which may result in unneces-
sary stalling events and lead to strong degradations in QoE [4].
To make the best use of adaptive streaming technologies,
it is important to thoroughly understand the impact of quality
adaptations on end-users’ QoE.

Since the human visual system (HVS) is the ultimate
receiver of streaming videos, subjective evaluation is the most
straightforward and reliable approach to evaluate the QoE.
Traditional subjective experiments investigate the impact of
quality adaptations by varying the temporal video bitrate
distributions in a constant average bitrate contour as illustrated
in Fig. 1 and Fig. 2. Typical conclusions include 1) stronger
adaptations lead to larger degradations in QoE and 2) users
prefer positive over negative adaptations. However, this setup
is problematic for two reasons. First, the HVS is complex
and highly nonlinear. Perceptual quality generally is a concave
function of the bitrate [5]. Therefore, a video sequence with
a higher bitrate variance may have intrinsically lower average
perceptual quality, regardless of quality adaptations. In Fig. 1,
two video sequences have the same average bitrate but differ-
ent temporal bitrate distributions. It is easy to show that the

average perceptual quality of Sequence I Q(r1)+Q(r3)
2 is lower

than that of Sequence II Q(r2). Similar conclusions can be
drawn for other encoding configurations such as quantization
parameter (QP), spatial resolution, and temporal resolution [6].
Second, video content at the end of a sequence tends to have a
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Fig. 2. Constant bitrate contour experiment confounds the effect of quality
adaptation direction with the recency effect. (a) Constant bitrate contour test
case 2. (b) Recency effect.

stronger impact on QoE, a phenomenon known as the recency
effect [7]. Thus, the worse quality of Sequence III in Fig. 2
may be a consequence of the recency effect rather than the
quality adaptation direction. We argue that both ambiguities
perplex the conclusions drawn from existing subjective studies.

In this work, we first carry out three subjective experiments
to address the aforementioned confounding factors and to
better explore the space of quality adaptations. In Exper-
iment I, we evaluate the quality of short video segments
(four seconds, 4s) at various compression levels, spatial res-
olutions, and frame rates. In Experiment II, we concatenate
4s segments of the same content from Experiment I into
long video sequences (eight seconds, 8s) to simulate quality
adaptation events. Separate subjective opinions are collected
for the two 4s segments after watching the whole sequence.
In Experiment III, subjects provide a single score to reflect
their overall QoE on the concatenated 8s video sequences.
The subjective results suggest that quality adaptations alter
the perceived quality of the second video segments, which
consequently influence the overall QoE. Moreover, existing
objective streaming video QoE models fail to accurately
predict the QoE in our more realistic testing environment. This
motivates us to develop a new framework for objective QoE
based on the expectation confirmation theory (ECT) [8], which
is widely applied in consumer behavior research but has not
been exploited in the context of QoE prediction. We construct
an ECT-based QoE measure (ECT-QoE), which takes spatial
and temporal expectation confirmations into separate consider-
ations. Experiments show that ECT-QoE significantly outper-
forms state-of-the-art objective models. In addition, ECT-QoE
is instantaneous, making it ideal for the optimization of media
streaming systems.

II. RELATED WORK

A. Subjective QoE on Time-Varying Video Quality

A significant number of subjective QoE studies have been
conducted to understand time-varying video quality. Two
excellent surveys can be found in [9] and [10]. Here we only
provide a brief overview.

Zink et al. [11], [12] made one of the first attempts to
measure the perceptual experience of scalable videos of sim-
ilar average peak signal-to-noise ratio (PSNR) with different
variances. This constant contour experimental design was later
adopted by other subjective studies [4], [13] to investigate the
QoE of adaptive streaming videos. The conclusions drawn

from such design are not well grounded, as discussed in
Section I. To overcome the limitations of the constant contour
strategy, a few subjective experiments [14], [15] investigated
how subjects react to a video of significant time-varying
quality. However, ambiguities remain on the influence of
switching and the recency effect, as exemplified in Fig. 2.
Moreover, the scope of the studies was limited to bitrate
adaptations only.

Several other subjective studies [16]–[24] have been con-
ducted without variable control, mainly towards identifying
influencing factors of QoE and benchmarking adaptive bitrate
selection algorithms. Although negative quality adaptations are
commonly considered annoying, no agreement was reached
upon how positive quality adaptations affect the QoE. Three
contradictory theoretical positions have been put forth: positive
adaptations introduce reward [4], [21], penalty [18], [19], [23],
or no effect [22].

In addition, all existing studies suffer from one or more of
the following limitations: (1) the datasets are very limited in
size; (2) multi-dimensional adaptations that commonly occur
in practice are not presented; and (3) most datasets are not
publicly available for reproduction and further investigation.

B. Objective Models on Time-Varying Video Quality

Modern video quality assessment (VQA) models typically
operate on local video frames/segments and combine local
quality scores into a single scalar score. Despite the success
in predicting the perceptual quality of statically encoded
videos, this scheme often falls short of evaluating time-varying
video quality. A significant number of algorithms have been
proposed to overcome the limitation, which can be roughly
categorized as follows.

1) Temporal Pooling: A common hypothesis of perceptual
pooling schemes is that the relative importance of local video
quality scores is correlated with visual attention. Memory-
based pooling [25] was developed to account for the recency
effect [7]. Based on the hypothesis that severe impairments
have a substantial impact on human quality judgments, various
studies adopted distortion-based strategies [26]–[30]. Some-
what surprisingly, none of sophisticated temporal pooling
methods is shown to consistently outperform the average
pooling in recent comparative studies [4], [14], [31].

2) Switching Experience Quantification: Several studies
hypothesized that quality adaptations have a direct impact on
the QoE of adaptive streaming videos, which can be modeled
as a combination of intrinsic video quality and adaptation
experience. Using either bitrate or objective VQA measure-
ment as the base quality indicator, switching experience has
been modeled through total variation [32], [33], variance [22],
asymmetric piecewise linear function [14], random forest
regression [34], Hammerstein-Wiener model [35], and nonlin-
ear autoregressive model [36]. Nevertheless, these algorithms
lack comprehensive verifications on databases that contain
a good coverage of video content variations. Most existing
objective time-varying VQA models focus on presentation
quality adaptations only. State-of-the-art streaming algorithms,
however, may adapt presentation quality, spatial resolution,



DUANMU et al.: QoE FOR ADAPTIVE STREAMING VIDEOS: ECT MOTIVATED APPROACH 6137

Fig. 3. Snapshots of reference video sequences. (a) 3dPrinter. (b) Armenchik.
(c) Chicago. (d) FightForGlory. (e) Fruits. (f) MtTakao. (g) Navara. (h) News.
(i) SplitTrailer. (j) StreetDance. (k) Sunrise. (l) WildAnimal.

Fig. 4. General framework of expectation confirmation theory. t1 and t2
represent pre-consumption and post-consumption variables, respectively.

frame rate, or a combination of them at a certain time instance.
The generalizability of the existing objective models in such
a multi-dimensional adaptation space has not been systemati-
cally examined. More importantly, existing models tend to be
ad-hoc, lacking connections to theoretic frameworks of human
behaviors as the basis for developing reliable computation
models.

C. Expectation Confirmation Theory (ECT)

ECT is widely used in the consumer behavior literature
to study the consumer satisfaction [8]. The key constructs
and relationships in ECT are illustrated in Fig. 4. Consumers
form an initial expectation of a specific product or service
prior to purchase. Following a period of initial consumption,
they form perceptions about its performance. They assess its
performance with respect to their original expectation and
determine the extent to which their expectation is confirmed.

TABLE I

CHARACTERISTICS OF REFERENCE VIDEOS. SI: SPATIAL INFORMATION.
TI: TEMPORAL INFORMATION. HIGHER SI/TI INDICATES HIGHER

SPATIAL/TEMPORAL COMPLEXITY

TABLE II

ENCODING LADDER OF VIDEO SEQUENCES. QP: QUANTIZATION

PARAMETER. fps: frames/second

Finally, they form a satisfaction based on their confirmation
level and performance.

The predictive ability of ECT has been demonstrated in a
wide range of contexts, including automobile repurchase [37],
camcorder repurchase [38], institutional repurchase of pho-
tographic products [39], restaurant services [40], business
professional services [41], and information system continu-
ance [42]. In Section IV, we extend the application scope of
ECT in the context of user experience assessment in streaming
media consumption.

III. DATABASE AND SUBJECTIVE EXPERIMENTS

A. Video Database Construction

We construct a new video database, which contains 12 pris-
tine high-quality videos and spans diverse content, including
humans, plants, natural scenes, news, and architectures. The
detailed specifications are listed in Table I and the screenshots
are shown in Fig. 3. Spatial information (SI) and temporal
information (TI) [43] that roughly reflect the complexity
of video content are also given in Table I, where larger
SI/TI indicates higher spatial/temporal complexity. Apparently,
the video sequences are of diverse spatio-temporal complexity.
An 8s video sequence [44] is extracted from each source
video, which is further partitioned into two non-overlapping
4s segments, referred to as short segments (SS). We encode
each SS into seven representations using H.264 according to
the encoding ladder shown in Table II. An internal subjective
test is conducted to divide the seven representations into
three sets {Q1, S1, T1}, {Q2, S2, T2}, and {Q3} correspond-
ing to low-, medium-, and high-quality levels, respectively.
To simulate quality adaptation events in adaptive streaming,
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TABLE III

ADAPTATION TYPES. Q-Q: COMPRESSION LEVEL ADAPTATION. S-S: SPATIAL RESOLUTION ADAPTATION. T-T: TEMPORAL RESOLUTION ADAPTATION.
Q-S: COMPRESSION LEVEL AND SPATIAL RESOLUTION ADAPTATION. Q-T: COMPRESSION LEVEL AND TEMPORAL RESOLUTION ADAPTATION.

S-T: SPATIAL RESOLUTION AND TEMPORAL RESOLUTION ADAPTATION

Fig. 5. Experimental procedures. SS: short segments include both SS-I and
SS-II representing the first 4-second and last 4-second videos, respectively.

we concatenate two consecutive 4s segments with differ-
ent representations from the same content into an 8s long
sequence (LS). Table III lists the quality adaptation patterns,
from which we observe diverse adaptation intensities and
types. Furthermore, to better exploit the space of adaptations,
three multi-dimensional adaptations (Q-S, Q-T , and S-T ) are
also included. As a result, there are 168 4s SS and 588 8s LS
in the database.

B. Subjective User Study

Our subjective experiments generally follow the absolute
category rating methodology, as suggested by the ITU-T
recommendation P.910 [43]. We carry out three subjective
experiments as illustrated in Fig. 5. Subjects are invited to rate
the quality of SS in Experiment I. The subjective mean opinion
score (MOS) of each SS is referred to as the intrinsic quality.
Experiment II is conducted on LS, wherein subjects give
separate opinions to the first and second 4s video segments
(referred to as SS-I and SS-II, respectively). An audio stimulus
is introduced in the middle of each LS, indicating the end
of SS-I and the start of SS-II. The audio stimulus is short
and undisruptive in order not to interfere subjects’ viewing
experience. In Experiment III, subjects are requested to watch
the LS and to provide a single score to reflect their overall
QoE. In order to remove any memory effect, we randomly
shuffle content and adaptation patterns. A training session is
performed before each experiment to familiarize subjects with
typical distortion types and levels. We limit the length of each
session up to 25 minutes to reduce the fatigue effect. Subjects
score the quality of each video sequence according to the
eleven-grade quality scale [43].

The subjective testing is setup in a normal indoor home
setting with an ordinary illumination level. All videos are
displayed at their actual pixel resolution on an LCD monitor
with 1920 × 1080 pixel resolution and Truecolor (32 bits).
The monitor is calibrated in accordance with the ITU-T
BT.500 recommendations [45]. A customized graphical user
interface is used to render the videos on the screen and to
record subject ratings. A total of 36 naïve subjects, including
16 males and 20 females aged between 18 and 33, participate
in the subjective experiments. The subject rejection procedure
in [45] is used and one is removed from the experiment. Con-
siderable agreement is observed among different subjects on
the perceived quality of test videos for all three experiments.

C. Experiments I and II

The intrinsic quality of SS is compared to the post-hoc
quality of SS in Experiment II to investigate the influence
of quality adaptations. As illustrated in Fig. 6 and Fig. 7,
quality adaptations have substantially different impacts on
the perceptual quality of video segments before and after
the switching. The MOSs of SS-I are highly consistent in
both experiments. However, adaptations change the subjects’
strategy in updating their opinions on SS-II. Specifically,
we identify four influencing factors of such quality deviations
from intrinsic quality and summarize the observations as
follows.

1) Intensity Effect: The quality intensity change is the
dominant factor of the quality deviation of SS-II. Fig. 7 (a)
shows that the perceptual quality of SS-II following a negative
quality adaptation is generally lower than its intrinsic quality,
and the amount of penalty is correlated with the intensity of
the negative adaptation. One explanation may be that there
is a higher expectation when viewers are exposed to high-
quality video content in the beginning, and thus the quality
degradation makes them feel more frustrated. The overall trend
aligns with existing studies of time-varying video quality [4],
[12], [13], [16], [20]. However, we do not observe a consistent
penalty or reward for constant and positive quality adaptation
scenarios.

2) Type Effect: The adaptation type, given in Table III,
is another major influential factor of QoE. Significant differ-
ences between subjective ratings given to different adaptation
types can be found in Fig. 7 (b). In particular, the temporal
resolution adaptation is rated as the least favorable approach,
even in the positive adaptation case. Compression level and
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Fig. 6. MOS of SS-I in Experiment I vs. MOS of SS-I in Experiment II. (a) Intensity Effect. (b) Type Effect. (c) Content Effect.

Fig. 7. MOS of SS-II in Experiment I vs. MOS of SS-II in Experiment II. (a) Intensity Effect. (b) Type Effect. (c) Content Effect.

spatial resolution adaptations do not introduce extra penalty
in general, whereas subjects penalize sudden occurrence of
blurring artifacts when the quality of SS-I is high. In addition,
the multi-dimensional adaptation types Q-T and S-T introduce
penalty on SS-II, especially when the intrinsic quality ranges
from medium to high, while the Q-S adaptations do not have
such effect.

3) Level Effect: The amount of reward or penalty that
subjects give to SS-II is not only affected by the intensity
and type effects, but also by the intrinsic quality where the
adaptation occurs. The vertical distance from the triangle
points to the diagonal line in Fig. 7 (a) increases along
the horizontal axis, suggesting that a quality degradation
occurred in high-quality has more impacts on QoE than
one occurred in the low-quality range. Conversely, subjects
tend to give high reward to quality improvement occurred in
the low-quality range, suggesting an interesting Weber’s law
effect [46]. Nevertheless, the amount of reward is relatively
small, indicating that subjects use asymmetric strategies in
updating their opinions. To the best of our knowledge, this
level effect has not been reported in the literature, and may
explain the lack of consistency in quality adaptation results.

4) Content Effect: Video content seems to play a minor role
in quality adaptations. Nevertheless, we observe that sequences
without scene changes such as Chicago and StreetDance are
more heavily degraded by quality adaptations than sequences
of frequent scene changes such as 3dPrinter and Sunrise. This
may be because the quality adaptations occurred within the
same scene are more perceivable. This phenomenon is also

orally confirmed by the participants at the end of their test
sessions.

We further perform the analysis of variance (ANOVA) test
on the MOSs of SS-II to understand the statistical significance
of the influencing factors, where the p-value is set to 0.05. The
results suggest that the adaptation intensity, adaptation type,
intrinsic quality, content variation, the interactions between
them are statistically significant to the MOS discrepancy
between Experiments I and II.

D. Experiment III

To understand the strategy that subjects employed to inte-
grate segment-level perceptual video quality into an overall
QoE score, we evaluate five temporal pooling strategies using
both the intrinsic quality and post-hoc quality obtained in
Experiments I and II, respectively [14]. These include 1) aver-
age: w1 = [1/2, 1/2], 2) early dominance: w2 = [1, 0],
3) late dominance: w3 = [0, 1], 4) increasing weights: w4 =
[1/3, 2/3], and 5) decreasing weights: w5 = [2/3, 1/3].
Spearman’s rank-order correlation coefficient (SRCC), Pear-
son linear correlation coefficient (PLCC) [47], and perceptu-
ally weighted rank correlation index (PWRC) [48] between
the predicted and ground-truth QoE scores are calculated
in Tables IV, V, and VI, respectively. Average pooling of post-
hoc segment-level scores exhibits the highest correlation, even
outperforming the increasing weights pooling strategy that is
designed to account for the recency effect. This suggests that
the short-rm recency effect (in the scale of seconds) has only
marginal impact in adaptive streaming. Furthermore, Fig. 8
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Fig. 8. Average pooling performance. (a) Experiment I. (b) Experiment II.

compares the scatter plots of the MOSs versus the average
segment-level intrinsic quality scores and the average post-
hoc quality scores, respectively. The average intrinsic quality
tends to overestimate the QoE of LS when the negative quality
adaptations are presented, while the average post-hoc qual-
ity achieves better performance. This observation suggests
a promising approach in developing objective QoE models:
instead of applying sophisticated temporal pooling strategies,
we may first predict the segment-level post-hoc quality and
then average pool the post-hoc quality scores as an estimation
of the overall QoE.

E. Performance of Objective VQA Models

We test six objective VQA models including PSNR,
SSIM [49], MS-SSIM [50], SSIMplus [51], VQM [52], and
NIQE [53] along with five temporal pooling strategies as
described in Section III-D. For each objective VQA algo-
rithm, we average frame-level scores for each SS, resulting
in 168 predicted scores. We then apply temporal pooling
schemes on the segment-level scores for each LS. Since none
of the full-reference VQA algorithms except for SSIMplus
supports cross-resolution and cross-frame rate video qual-
ity evaluation, we up-sample all representations to 1920 ×
1080 and 30 fps before evaluation. Tables IV, V, and VI
summarize the results, which are somewhat disappointing
because state-of-the-art VQA models and temporal pooling

schemes provide moderately accurate predictions of time-
varying video quality.

The test results also provide some useful insights regarding
the general approaches used in VQA models. First, advanced
VQA models, including SSIM, MS-SSIM, SSIMplus, and
VQM, all significantly outperform the traditional PSNR mea-
sure, despite the fact that PSNR is still widely used in video
encoding and streaming optimization approaches. SSIMplus,
when combined with the increasing weight pooling, performs
the best. Second, the straw-man solution of cross-frame rate
VQA generally underestimates the quality of low frame rate
video segments, suggesting that cross-frame rate VQA is a
complex problem that requires more sophisticated modeling
than what has been done in traditional VQA models. Third,
none of the existing pooling strategies outperforms average
pooling consistently.

F. Limitations and Extensions

Our conclusions on the influence of quality adaptations
apply only to videos consisting of two segments, and its
generalizability to multiple segments is an open question that
is worthy further investigation. Nevertheless, our subjective
experiment methodology makes it possible to better understand
the influence of temporal dynamics in the QoE at the expense
of reasonably higher workloads. The full set of experiments is
approximately three times longer than the traditional single-
stimulus methodology. Fortunately, with the development of
static VQA algorithms, we expect the subjective evaluation
on intrinsic video quality can be replaced by objective VQA
algorithms, reducing the time complexity by a factor of 1.5.
Thus, it is feasible to extend the experiment to accommodate
longer video sequences by reducing the number of hypotheti-
cal reference circuits or source video sequences.

IV. OBJECTIVE QUALITY ASSESSMENT

In this section, we propose a new framework for predicting
streaming video QoE based on ECT. A brief introduction of
ECT has been given in Section II-C, and here we focus on
extending it to handle QoE prediction of time-varying video
quality.

A. The ECT Framework for Time-Varying Video Quality

Our subjective results on post-hoc quality are conceptually
in close agreement with ECT. Specifically, the post-hoc quality
of SS-II depends on its intrinsic quality and the intensity of
quality changes. Serving as the expectation of SS-II, SS-I
provides the reference level for viewers to form judgments
about the focal product. Such formulation of expectation may
be generalized to longer video sequences by incorporating
the self-perception theory [54], which posits that individuals
continually adjust their expectation as they acquire new infor-
mation about the focal behavior. The adjusted perceptions then
provide the basis for subsequent behaviors. Thus, viewers’
expectation on the quality of the n-th video segment can
be modeled by the intrinsic quality of the (n − 1)-th video
segment, Qi (n − 1). After the viewers watch the n-th video
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TABLE IV

SRCC RESULTS USING DIFFERENT BASE QUALITY MEASURES (SEGMENT-LEVEL MOS, PSNR, SSIM, MS-SSIM, SSIMPLUS, VQM, NIQE, AND
POST-HOC MOS) AND DIFFERENT POOLING STRATEGIES (AVERAGE, EARLY DOMINANCE, LATE DOMINANCE, INCREASING WEIGHTS,

DECREASING WEIGHTS, AA [14], AND ECT-QOE). SEGMENT-LEVEL OBJECTIVE VQA IS COMPUTED AS FRAME AVERAGE

TABLE V

PLCC RESULTS USING DIFFERENT BASE QUALITY MEASURES AND POOLING STRATEGIES

TABLE VI

PWRC [48] RESULTS USING DIFFERENT BASE QUALITY MEASURES AND POOLING STRATEGIES

segment, they evaluate the instantaneous QoE by comparing
the intrinsic quality of the n-th segment with the previous
viewing experience. Support of this association comes from
the Helson’s adaptation level theory [55], which postulates
that humans perceive stimuli as a deviation from a baseline
stimulus level. In the spirit of ECT, the confirmation of the
n-th segment is formulated as f (Qi (n)−Qi (n − 1)), where f
is typically a nonlinear asymmetric function that mimics the
human perceptual system, and the difference Qi (n)−Qi (n−1)
is a cognitive comparison between anticipated and received
video quality. According to the traditional ECT [8], the asym-
metric QoE response is a consequence of the joint effect
of the General Negativity Theory [56] and the Contrast
Theory [55]. The General Negativity Theory suggests that
an unconfirmed expectation creates a state of psychological
discomfort, because the actual performance contradicts the
consumer’s original hypothesis. As a result, both positive and
negative quality adaptations induce a hedonically negative
state in QoE. Contrast Theory assumes that the surprise of an
unexpected stimulus results in exaggeration of the disparity
between expected and actual stimulus properties, suggest-
ing an extra reward/penalty. Consequently, subjects employ

asymmetric strategies in evaluating the positive and negative
quality adaptations. The instantaneous satisfaction, i.e., the
post-hoc quality of the n-th segment Q p(n) is estimated as
the summation of expectation and discrepancy perceptions

Q p(n) = f (Qi (n) − Qi (n − 1)) + Qi (n), (1)

where the additive relationship is assumed in the original
ECT. In practice, one usually requires a single end-of-process
QoE measure. From our subjective experiments, we know that
the average post-hoc quality is an excellent indicator of the
overall QoE

Q =
N∑

n=1

Q p(n), (2)

where N represents the total number of video segments.
Direct use of ECT, however, is not sufficient to capture the

post-hoc quality, which is also influenced by the adaptation
level and type effects. To be specific, ECT predicts the percep-
tual quality deviation as a function of adaptation intensity and
does not take into consideration the interactions between the
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Fig. 9. The ECT framework for QoE prediction of time-varying video quality.

intrinsic quality and the quality adaptation intensity. To incor-
porate the level effect into ECT, we generalize Eq. (1) to

Q p(n) = f (Qi (n) − Qi (n − 1), Qi (n)). (3)

Another important fact we have learned from our subjective
experiments is that different adaptation types have drastically
different impacts on the post-hoc quality. While Q-T and S-T
are generally perceived worse compared to Q-Q, S-S, and Q-S,
they outperform T-T given the same initial intrinsic quality and
adaptation intensity. Recognizing that adaptation types can be
clustered into spatial, spatio-temporal, and temporal adapta-
tions according to the impact on post-hoc quality, we extend
the basic ECT to a multi-dimensional expectation confirmation
process as shown in Fig. 9. We decompose the overall QoE
into spatial quality and temporal quality, which are compared
with their respective expectations. The resulting confirmations
together with the intrinsic quality are combined into the post-
hoc quality:

Q p(n) = f
(

QS
i (n) − QS

i (n − 1), QS
i (n),

QT
i (n) − QT

i (n − 1), QT
i (n)

)
, (4)

where QS
i and QT

i represent the intrinsic spatial quality and
intrinsic temporal quality feature representations, respectively.

B. The ECT-QoE Model

We provide an instantiation of the ECT-based QoE frame-
work. Specifically, for streaming videos, their instantaneous
intrinsic quality Qi (n) can be estimated at the server side
by a VQA model before transmission. Instead of frame-
level quality, we choose to work with segment-level quality
by averaging frame-level quality for the following reasons.
First, segment-level solutions are practical in adaptive video
streaming techniques, where video streams are encoded into
a variety of bitrates and broken into HTTP file segments.
The segment-level quality scores may be embedded in the
manifest file that describes the specifications or carried in the
metadata of the video container [57] at the beginning of a
streaming session [22], [58], [59]. The availability of global
video specifications is essential to improve the QoE because
state-of-the-art adaptive streaming algorithms look ahead for
future information when selecting the next video segment [32].
By contrast, although frame-level solutions achieve a higher

temporal precision, current adaptive streaming techniques do
not support the transmission of frame-level scores to the
client. While it is possible to deploy no-reference frame-level
VQA algorithms [60]–[62] on the client side, they are not
as accurate and efficient as full-reference VQA models [4],
[36], [63]. Second, segment-level evaluation is in closer agree-
ment with human perception. As it is explained in ECT [8],
the expectation confirmation is built after a period of video
consumption. Third, the same coding configuration is applied
to each segment in adaptive streaming videos, which are
roughly constant in terms of content and complexity.

Since the ground-truth spatial/temporal intrinsic quality and
confirmation are not available, we work on feature domain
where objective VQA and spatial resolution are selected as
spatial intrinsic quality representations, and frame rate as
temporal intrinsic quality representations. The expectation
confirmations are implemented as the differences of feature
representations between the current and previous video seg-
ments. In summary, the input to the overall QoE prediction
function f in Eq. (4) is a six-dimensional vector. We learn f
using random forest regression [64]. To obtain the appropriate
hyper-parameters in the model, we randomly split the dataset
into disjoint 60% training, 20% validation, and 20% test sets.
The random split is repeated 1000 times and the median
SRCC, PLCC, and PWRC results are reported.

C. Validations

1) QoE Prediction Using Segment-MOS: To the best of
our knowledge, there is no other publicly available video
database that contains all of intrinsic quality, post-hoc quality,
and ground-truth QoE. We first test ECT-QoE on our data-
base using the segment-MOS (ground truth intrinsic quality)
obtained in Experiment I. The PLCC, SRCC, and PWRC
between MOSs and the predicted QoE scores are given
in Tables IV, V, and VI. It can be observed that ECT-QoE
outperforms all existing pooling strategies. The superiority of
ECT-QoE is also evident in the scatter plots of Fig. 10.

2) QoE Prediction Using Objective VQA Models: Since
expectation is a subjective quantity, it may not be available
in many practical streaming applications. We employ PSNR,
SSIM [49], MS-SSIM [50], SSIMplus [51], VQM [52], and
NIQE [60] as the base video quality measures. To unify the
scales used by different VQA models, we adopt a logistic
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Fig. 10. Scatter plots of MOS in Experiment III versus prediction using different base quality measures and pooling strategies. (a) Average segment-
level MOS. (b) Asymmetric adaptation (AA) [14] + segment-level MOS. (c) ECT-QoE + segment-level MOS. (d) Average MSSSIM. (e) AA + MSSSIM.
(f) ECT-QoE + MSSSIM. (g) Average SSIMplus. (h) AA + SSIMplus. (i) ECT-QoE + SSIMplus. (j) Liu2015 [22]. (k) Yin2015 [32]. (l) Bentaleb2016 [33].
(m) P.NATS [34]. (n) Chen2014 [35].

nonlinear function as suggested in [47] to map the predictions
of each model to the MOSs in Experiment I. The results
are shown in Tables IV and V, where we observe that

ECT-QoE significantly improves most base VQA methods.
From the scatter plots in Fig. 10, we have two observations.
First, by comparing each column, we can see that ECT-QoE
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TABLE VII

COMPARISON WITH STATE-OF-THE-ART QOE MODELS

TABLE VIII

COMPARING ECT-QOE WITH ITS VARIANTS TO IDENTIFY THE ROLE OF

INPUT FEATURES

TABLE IX

COMPARING ECT-QOE WITH ITS ECT REMOVED VARIANT

achieves a higher compactness in the scatter plots. Second,
the best performance is obtained by combining ECT-QoE with
SSIMplus [51].

Next, we compare ECT-QoE with existing QoE mod-
els including P.NATS [34], AA [14], Chen2014 [35],
Rodríguez2014 [65], Liu2015 [22], Yin2015 [32], Ben-
taleb2016 [33], VsQMDASH [66], and NARX-QoE [36].
Unfortunately, the implementations of many models are not
publicly available and the algorithms are not presented in
sufficient details for reimplementation. Therefore, we are only
able to implement the models whose parameters are stated
in the original papers and can be evaluated on the current
database. All models are tested using their default parameter
settings. Table VII summarizes the results. Bentaleb2016 [33]
that generally underestimates video quality with positive adap-
tations, AA accounts for the asymmetric strategies that sub-
jects use in update their opinions and achieve slightly better
performance. By decomposing the overall QoE into spatial
and temporal expectation confirmation processes, ECT-QoE
achieves the highest prediction accuracy.

3) Ablation Experiments: We conduct a series of ablation
experiments to single out the core contributors of ECT-QoE.
We first train the random forest regression model with different
subsets of features to represent intrinsic quality. We show uni-
variant and bi-variant regression models with the highest cor-
relations in Table VIII. We observe that even without encoding
configurations, ECT-QoE still outperforms the base quality
measure SSIMplus. Moreover, frame rate modeling brings
the prediction accuracy to the next stage. Further incorporat-
ing spatial resolution marginally improves the performance.
We conclude that the expectation confirmation framework and

the spatio-temporal adaptation interplay are the keys to the
success of ECT-QoE.

To further analyze the impact of the expectation confirma-
tion process, we construct a baseline by predicting the post-
hoc quality with only SSIMplus, spatial resolution, and frame
rate. The results are listed in Table IX, from which we see that
predicting post-hoc quality without the past experience leads
to inferior performance.

V. CONCLUSION AND DISCUSSION

We have presented a subjective experiment protocol to
exploit the multi-dimensional adaptation space. Our path-
analytic experimental results indicate that the perceptual qual-
ity deviation introduced by quality adaptations is a function
of the adaptation intensity, adaptation type, intrinsic qual-
ity, content variation, and the interactions between them.
By adapting and integrating ECT with theoretical and empir-
ical findings from our subjective experiments, we theorize
a new QoE framework for adaptive video streaming. The
proposed framework is useful in better understanding the
psychological behaviors of human subjects in evaluating time-
varying video quality. We develop a practical and efficient
instantiation, namely ECT-QoE, and show that it performs
favorably against state-of-the-art methods. We find that using
the intrinsic video quality of previous segment as the first-
order approximation of “expectations” works well in practice.
We wish our explorations in ECT will shed light on further
research towards understanding and producing better models
of QoE.

Many challenging problems remain to be solved. First,
due to the limited capacity of the subjective experiments,
we only investigate the impact of a single quality adaptation
event to the QoE. A comprehensive study consisting of more
content types and adaptation patterns is desired to better
understand the behaviors of human viewers and to examine the
generalizability of the current findings. Second, incorporating
more advanced cross-resolution and cross-frame rate video
quality assessment models have great potentials to further
boost the performance. Third, the optimization of the existing
video streaming frameworks based on the current findings is
another challenging problem that desires further investigations.
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