
Part IV: Real-World Applications

• High-dynamic-range imaging (image fusion)
• Color-to-gray conversion
• Image retargeting
• Stereoscopic images
• Omnidirectional images
• Screen content images
• Natural videos



Source multi-exposure image sequence

High Dynamic Range (HDR) imaging

Multi-exposure 
image fusion



Multi-Exposure Image Fusion (MEF)
Quality Assessment Database

⁃ The database contains 
20 source sequences 
w i t h  m u l t i p l e 
exposure levels (>= 3) 

⁃ Nine multi-exposure 
image fusion (MEF) 
methods are adopted 
t o  g e n e r a t e  1 8 0 
images



Subjective Quality Assessment

60 subjects join in the experiment and each image pair is compared exactly 20 times.



Data Analysis & Objective Quality Metric

Workflow of the Proposed model:



Region Segmentation

Computing the structure consistency across exposures using patch decomposition strategy



(a) Input multi-exposure sequence. (b) Binary map for region segmentation. (c) Fused image 
by Pece10 [10]. (d) Fused image by Lee14 [14]. (e) Fused image by SPD-MEF [11]. (f) 
Quality map of (c) with �� = 0.937, �� = 0.558, and q = 0.748. (g) Quality map of (d) with �� 
= 0.908, �� = 0.768, and q = 0.838. (h) Quality map of (e) with �� = 0.939, �� = 0.829, and q 
= 0.884. Higher brightness in the quality map indicates better quality.



Experimental Results



Summary

Database & Models:
https://github.com/h4nwei/MEF-SSIMd

⁃ We created an MEF database and conducted a subjective 
experiment to collect human opinions of fused image quality.

⁃ we design a objective quality model, which successfully captures 
the ghosting artifacts, resulting in the best quality prediction 
performance.

Yuming Fang, H. Zhu, Kede Ma, et al., Perceptual evaluation for multi-exposure image fusion of dynamic scene, 
IEEE T-IP, 2020.

Yuming Fang, et al., Superpixel-based quality assessment of multi-exposure image fusion for both static and 
dynamic scenes, IEEE T-IP, 2021.



Color-to-gray (C2G) Conversion

(a) Reference color image. (b), (c) , (d) , (e) C2G images



The Test Database

P. Cadik, Perceptual evaluation of color-to-grayscale image conversions, CGF, 2008.

• Reference images: 24. 
• Algorithms:7.
• Total images: 24×7=169.

• For Accuracy labels: the grayscale 
images are presented along with 
the original color image.

• For Preference labels: two 
grayscale images without any 
reference are rated by subjects.



The proposed C2G-SSIM

Kede Ma, et al., Objective quality assessment for color-to-gray image conversion, IEEE T-IP, 2015.

(a) Framework of the proposed C2G-SSIM

� �� = � �� � ∙ � �� � ∙ � �� �
where � > 0,  � > 0, � > 0.



Results

Kede Ma, et al., Objective quality assessment for color-to-gray image conversion, IEEE T-IP, 2015.

Performance comparison of C2G-SSIM with existing metrics for Accuracy test



Results

Kede Ma, et al., Objective quality assessment for color-to-gray image conversion, IEEE T-IP, 2015.

Performance comparison of C2G-SSIM with existing metrics for Preference test



Image Retargeting

l The pixel correspondence is lost  

retargeting

(a) source image (b) resized image

Yuming Fang, et al., Saliency detection in the compressed domain for adaptive image retargeting, IEEE T-IP, 2012.
Yuming Fang, et al., Optimized multioperator image retargeting based on perceptual similarity measure, IEEE T-SMCS, 2016



Image Retargeting

Yuming Fang, et al., Objective quality assessment for image retargeting based on structural similarity, IEEE JESTCS, 2014.

(a) Framework



Image Retargeting

Y. Zhang, Yuming Fang, et al., Backward registration-based aspect ratio similarity for image retargeting quality assessment, IEEE T-IP, 2016.

(a) Framework



Stereoscopic Images

M. J. Chen, et. al., Full-reference quality assessment of stereopairs accounting for rivalry, SPIC, 2013.
Yuming Fang, et al., Stereoscopic image quality assessment by deep convolutional neural network, JVCIR, 2019.

l Consideration of two characteristics of the human visual system
     － Binocular mechanism



Stereoscopic Images

Yuming Fang, et al., Stereoscopic image quality assessment by deep convolutional neural network, JVCIR, 2019.

(a) Framework



Stereoscopic Images

(a) Motivation (b) Framework

J. Yan, Yuming Fang, et al., Blind stereoscopic image quality assessment by deep convolutional neural network of multi-level feature fusion, in 
ICME, 2020.



VQA for Screen Content Images

l Screen content images
     － Non-natural image statistics should be extracted 



Naturalness



Subjective Evaluation of SCIs
• Screen Image Quality Assessment Database (SIQAD)

– Reference SCIs
• 20 SCIs
• Various layout style, including different text sizes, positions, and ways of 

textual/pictorial combination
• Diverse content

– Distorted SCIs (980)
• Seven distortion types: Gaussian noise, Gaussian blur, motion blur, 

contrast change, JPEG, JPEG2000, layer segmentation based coding
• Seven degradation levels (from slight to high annoying)

– Display setting
• ITU-R BT.500-13. viewing conditions in laboratory environment

– Human subjects
• 96 subjects involved in this user study



Subjective Evaluation of SCIs
• Subjective testing methodology

– Absolute category rating (ACR)
– Three subjective scores (content recognizability, 

content clarity and viewing comfort)
• Quality of entire region (QE)
• Quality of textual region (QT)
• Quality of pictorial region (QP)

• Data organization
– Each session <= 30 mins
– Each image has at least 30 scores



Reliability of DMOS Values

Histogram of overall DMOS values 

Distribution of relative confidence intervals of 
overall DMOS values. The quality scale for all images is 
(0,100). Smaller Values indicate higher reliability.

Distribution of DMOS values of JPEG
 compressed SCIs

DMOS: Difference Mean Opinion Score
• Outlier detection and rejection
• Scale realignment

Standard deviation of Opinion Scores (SOS) 
hypothesis for the subjective scores. Higher value of � 
indicates larger diversity of subject’s judgment.



Observations from the Subjective Testing
• Correlations of different kinds of DMOS values

• Different visual perception to textual and pictorial regions

Correlation between QE and QT, QE and QP
QE: Quality of Entire region

QT: Quality of Textual region

QP: Quality of Pictorial region

PLCC: Pearson Linear Correlation Coefficient
RMSE: Root Mean Squared Error
SROCC: Spearman rank-order correlation coefficient



FR VQA for SCIs

Yuming Fang, et al., Objective quality assessment of screen content images by uncertainty weighting, IEEE T-IP, 2017.
S. Wang, L. Ma, Yuming Fang, et al., Just noticeable difference estimation for screen content images, IEEE T-IP, 2016. 
H. Yang, Yuming Fang, et al., Perceptual quality assessment for screen content images, IEEE T-IP, 2015.



NR VQA for SCIs

Yuming Fang, et al., No reference quality assessment for screen content images with both local and global feature 
representation, IEEE T-IP, 2017.

�′ �, � =
� �, � − � �, � 

� �, � + �3

��,� =   
�=0

�−1

� �� − �� , � ����,� ≤ 2

� + 1,  ��ℎ������



Summary

⁃  We propose the f i rs t  subject ive  database for  SCIs ,  where  a 
comprehensive study regarding to the sensitivity of the human visual 
system on the texture part and pictorial part is conducted.

⁃ We propose an effective FR-IQA method for SCIs by uncertainty 
weighting, where two specific metrics are designed to capture quality 
degradation of textual and pictorial parts, and a uncertainty weighting is 
devised to fuse the quality scores of textual and pictorial parts.

⁃ We propose a NR-IQA method for SCIs by incorporating statistical 
luminance and texture features with both local and global feature 
representation.  

Yuming Fang, et al., No reference quality assessment for screen content images with both local and global feature 
representation, IEEE T-IP, 2017.
Yuming Fang, et al., Objective quality assessment of screen content images by uncertainty weighting, IEEE T-IP, 2017.
S. Wang, L. Ma, Yuming Fang, et al., Just noticeable difference estimation for screen content images, IEEE T-IP, 2016. 
H. Yang, Yuming Fang, et al., Perceptual quality assessment for screen content images, IEEE T-IP, 2015.



Panoramic Video Processing
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Visual Distortion in Panoramic Photography 

Broken edges Missing 
information Ghosting Exposure Geometrical

distortions

Stitching distortions

Projection distortions

CubemapEquirectangular

Post-processing

Post-processing on the poles



VQA for Panoramic Images

Starting Point 1 Starting Point 2

Diversity of observer behavior：
Different viewing conditions (starting point and viewing time) 



VQA for Panoramic Images
Diversity of observer behavior：
Different viewing conditions (starting point and viewing time) 



VQA for Panoramic Images

⁃ Each user may have different viewing behaviors (i.e., scanpaths) under 
different viewing conditions, giving rise to different video representations 
of the same 360 image/video with varying perceived quality.

⁃ We consider two types of viewing conditions - the starting point and the 
exploration time are important in influencing the perceived quality of 360 
image/video. 



Panoramic Images Quality Assessment Database

⁃ The database conta ins  36 
source panoramic images and 
the corresponding distorted 
panoramic images. The types 
of distortions include H.265 
compression and stitching. 
B e s i d e s ,  2  V R  v i e w i n g 
conditions (i.e., the starting 
point and the exploration time) 
are adopted.



Subjective Quality Assessment

22 subjects join in the experiment and rating 36 distorted panoramic images.



Data Analysis

Conclusion 1: Viewing conditions 
h a v e  a  i m p o r t a n t  e f f e c t  i n 
influencing the user's viewing 
behavior, which may further affect 
the perceptual quality.

C o n c l u s i o n  2 :  W h e n  t h e 
panoramic images are  local ly  
distorted, viewing conditions have 
a  s i g n i f i c a n t  i m p a c t  o n  t h e 
perceptual quality. 

Conclusion 3: The recency effect 
is clearly observed when the users 
explore locally distorted panoramic 
images.



Objective Quality Models

We propose a general computational framework for panoramic IQA, where user 
viewing conditions and behaviors are incorporated naturally by treating 
panoramic images as moving camera videos



Experimental Results



Summary

⁃  We conduct a psychophysical experiment to study the interplay among 
the VR viewing conditions, the user viewing behaviors, and the 
perceived quality of panoramic images. Thorough analysis of the 
collected human data validates that viewing conditions have an important 
impact on the perceived quality of panoramic images.

⁃ We propose a computational framework for objective quality assessment 
of distorted panoramas, incorporating viewing conditions and behaviors.

Database & Models:
https://github.com/xiangjieSui/img2video

X. Sui, Kede Ma, Y. Yao, and Yuming Fang, Perceptual quality assessment of omnidirectional images as moving camera 
videos, IEEE T-VCG, 2021. 



Video Quality Assessment

• How to effectively capture spatial distortion. 
• How to measure spatiotemporal degradation.  

J. Park. K. Seshadrinathan, S. Lee, A. C. Bovik, Video quality pooling adaptive to perceptual distortion severity, IEEE T-IP, 
2013. 
Yuming Fang, et al., Asymmetrically distorted 3D video quality assessment: From the motion variation to 
perceived quality, SP, 2021.



Quality Assessment of In-the-Wild Videos

D. Li, T. Jiang, M. Jiang, Quality assessment of in-the-wild videos, in ACM MM, 2019.

The framework which consists of two modules. (a) Content-aware feature extraction is a 
pre-trained CNN with effective global pooling serving as a feature extractor. (b) Modeling of 
temporal-temporal effects: a GRU network and a subjectively-inspired temporal pooling 
layer.  



RIRNet: Recurrent-In-Recurrent Network for 
Video Quality Assessment

F. Chen, L. Li, L. Ma, J. Wu, G. Shi, RIRNet: Recurrent-in-recurrent network for video quality assessment, in 
ACM MM, 2020.



RIRNet: Recurrent-In-Recurrent Network for 
Video Quality Assessment

F. Chen, L. Li, L. Ma, J. Wu, G. Shi, RIRNet: Recurrent-in-recurrent network for video quality assessment, in 
ACM MM, 2020.

Two main modifications
(a) Temporal down-sampling.
(b) Fusing the multiple motion information with different temporal frequencies.



Perceptual Quality Assessment for Asymmetrically Distorted 
Stereoscopic Video by Temporal Binocular Rivalry

Yuming Fang, et al., Perceptual quality assessment for asymmetrically distorted stereoscopic video by 
temporal binocular rivalry, IEEE T-CSVT, 2021.

A two-stage framework
(a) Stage 1: single-view video quality prediction.
(b) Stage 2: Stereoscopic video quality prediction by considering temporal binocular rivalry.



Application Ⅰ: Parameter Tuning

Warmer color in the surface plot indicates better predicted quality of SPD-MEF. 
(a) q = 0.971. (b) q = 0.934. (c) q = 0.901. (d) q = 0.885.

Yuming Fang, H. Zhu, Kede Ma, et al., Perceptual evaluation for multi-exposure image fusion of dynamic scene, 
IEEE T-IP, 2020.

Yuming Fang, et al., Superpixel-based quality assessment of multi-exposure image fusion for both static and 
dynamic scenes, IEEE T-IP, 2021.



Application ⅠI: Perceptual Optimization

Perceptual optimization for the proposed MEF quality metric Q:
���� =argmax

Y
�  �� ,  � 

Multi-Exposure Image Fusion

Kede Ma, H. Zhu, Yuming Fang, et al., Deep guided learning for fast multi-exposure image fusion, IEEE T-IP, 2020. 



Context Aggregation Network

Specification of the CAN in MEF-Net for low-resolution weighting map predication

Adaptive normalization:

AN � = λn� +  λn
′ IN � 

Where λn, λn
′ ∈ ℝ are learnable scalar weights, � indicates the intermediate 

representations, and IN   stand for the instance normalization operators.

Kede Ma, H. Zhu, Yuming Fang, et al., Deep guided learning for fast multi-exposure image fusion, IEEE T-IP, 2020. 



Qualitative Comparison

Source image sequence

Learned weight maps

Fused image of the 
proposed method



Qualitative Comparison

Source Image Sequence

Mertens09 SPD-MEF Ours

Kede Ma, H. Zhu, Yuming Fang, et al., Deep guided learning for fast multi-exposure image fusion, IEEE T-IP, 2020. 



Qualitative Comparison

Source Image Sequence

GGIF Li13 Ours

Kede Ma, H. Zhu, Yuming Fang, et al., Deep guided learning for fast multi-exposure image fusion, IEEE T-IP, 2020. 



Quantitative Comparison
Average MEF-SSIM and MEF-VIF scores of different MEF methods

Average MEF-SSIM score as a function of input resolution, depth, and width of CAN in MEF-Net.
The default setting is heighted in bold

Average MEF-SSIM score as a function of the regularization parameter λa and the radius r in the 
guided filter. The default setting is heighted in bold

Kede Ma, H. Zhu, Yuming Fang, et al., Deep guided learning for fast multi-exposure image fusion, IEEE T-IP, 2020. 



Application ⅠI: Perceptual Optimization

Perceptual optimization for the quality metric NLPD:
���� =argmax

�
Q �,  � 

Tone mapping

C. Le, J. Yan, Yuming Fang, Kede Ma,, Deep guided learning for fast multi-exposure image fusion, in ICVRV, 2021. 



Application ⅠI: Perceptual Optimization

C. Le, J. Yan, Yuming Fang, Kede Ma,, Deep guided learning for fast multi-exposure image fusion, in ICVRV, 2021. 



Application ⅠI: Perceptual Optimization

C. Le, J. Yan, Yuming Fang, Kede Ma,, Deep guided learning for fast multi-exposure image fusion, in ICVRV, 2021. 



Application ⅠI: Perceptual Optimization

K. Ding, Kede Ma, et al., Comparison of full-reference image quality models for optimization of image processing systems, 
IJCV, 2021. 

• Tasks 
– Image denoising.
– Blind image deblurring. 
– Single image super-resolution.
– Lossy image compression.

Full-reference IQA models for perceptual optimization :
y∗ =argmin

�
� �,  y 

were D denotes a full-reference IQA measure with a lower score indicating higher 
predicted quality, and y∗ is the recovered image. 



Application ⅠI: Perceptual Optimization

K. Ding, Kede Ma, et al., Comparison of full-reference image quality models for optimization of image processing systems, 
IJCV, 2021. 



Application ⅠI: Perceptual Optimization

K. Ding, Kede Ma, et al., Comparison of full-reference image quality models for optimization of image processing systems, 
IJCV, 2021. 



Application ⅠI: Perceptual Optimization

K. Ding, Kede Ma, et al., Comparison of full-reference image quality models for optimization of image processing systems, 
IJCV, 2021. 



Application ⅠI: Perceptual Optimization

K. Ding, Kede Ma, et al., Comparison of full-reference image quality models for optimization of image processing systems, 
IJCV, 2021. 



Application ⅠI: Perceptual Optimization

K. Ding, Kede Ma, et al., Comparison of full-reference image quality models for optimization of image processing systems, 
IJCV, 2021. 



Summary
• Current status: many IQA methods designed specifically for 

different contents have been proposed, and many efforts have 
been put on perceptual optimization. On the whole, researchers 
have achieved giant and  excited success in the filed of IQA.

• Outlook 
– Robust, feasible, generalizable IQA models.
– Deeper and wider application in the field of image processing 

and computer vision, etc. 
– Looking forward to more interesting works.



Thanks For Your Attention！


